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The vast amount of data generated by genome projects and the recent development of population genetics models make comparative sequence analyses a very powerful approach with which to detect the footprints of selection. Studies on synonymous codon usage show that traits with minuscule phenotypic effects can be molded by natural selection. But variations in mutation patterns and processes of biased gene conversion make it difficult to distinguish between selective and neutral evolutionary processes.

Introduction
The primary aim of a genome project is to make an inventory of the functional elements, such as genes and regulatory regions, that are embedded within chromosomes. From this inventory emerges insights into genomic organization. Increasingly, we have the data to determine whether the genome is simply a bag of genes or whether there are there some constraints on its structure — for example, the location of genes, variations in base composition, repeated sequences — that are needed for the proper expression of genetic information. In other words, to understand a genome it is necessary to identify all of the features of that genome that are subject to the action of natural selection.

In large eukaryotic (e.g. metazoan) genomes, it is particularly difficult to identify functional elements because they are hidden in a vast amount of noncoding sequence. In addition, the demonstration that a genetic element is functional classically relies on the identification of a mutation that results in a particular phenotype. Because of limitations in the size of populations that can be studied in laboratories, this experimental approach is limited to the identification of mutations with a strong phenotypic impact [1]. This problem is far from negligible; for example, 50% of gene knockouts in yeast have no detectable effect on the phenotype [2]. Notably, it seems that the absence of detectable phenotypic effects is due to the fact that those genes make only a marginal contribution to the fitness of yeasts [3]. The characterization of genomic features (not only genes but also any other functional element) under weak selective pressure in metazoans is therefore a particularly challenging task.

The comparative analysis of homologous sequences (either within or between species) can simplify this task: studying sequence evolution can reveal footprints left by the action of natural selection, which may in turn allow the identification of functional features. The main difficulty in the comparative approach is distinguishing the action of selection from the results of neutral evolutionary processes [4]. In this review, the power and limits of comparative analysis are illustrated by recent work on the evolution of synonymous codon usage in metazoans.

Imagine the following experiment: take the genome of a nematode and replace one codon by a synonymous codon in just 1 of its 19,000 genes. Can this mutation have any impact on the phenotype of this organism? The answer to this question is ‘yes’. Although it is probably impossible to detect the impact experimentally, we will see below that natural selection is clearly able to operate on such small differences in fitness.

Biases in synonymous codon usage: selective and neutral models
Although synonymous codons encode the same amino acids, they are not used randomly and some are used more frequently than others. Such codon usage biases occur in most species from all kingdoms of life. They vary according to the genes within a given genome, and also according to the taxa. Classically, two models (a selective and a neutral one) have been proposed to explain the preferential use of a subset of synonymous codons (for review and references to the principal studies, see [5]). The selective model postulates that there is a co-adaptation of synonymous codon usage and abundance of tRNA to optimize translation efficiency (‘translational selection’). According to the neutral model, codon biases result from biases in mutational processes (‘mutational bias’).

These two models make distinct predictions. For example, if there is a selective pressure to improve the efficiency of translation, then this pressure should be stronger for highly expressed genes than for weakly expressed genes. Thus, the model of translational selection predicts a correlation between codon usage bias and patterns of gene expression. Synonymous codons that are used preferentially in highly expressed genes (optimal codons) should also correspond to the most abundant tRNAs. In addition, the action of selection should result in a decrease in the probability of fixing mutations towards non-optimal codons and thus, at
equilibrium, in a lower rate of synonymous substitution in highly expressed genes. Such a fixation bias in favour of optimal codons should also be detectable by comparing polymorphisms with substitution patterns and by analyzing the spectrum of allelic frequencies [6,7].

Conversely, the mutational bias model a priori does not predict any relationship between codon usage and gene expression (but see below). Such a mutational pressure should affect all positions in a genome, not only synonymous sites but also all other silent sites (e.g. introns and intergenic regions) and, to a lesser extent, non-synonymous codon positions. Thus, this model predicts a correlation between the base composition of synonymous sites and that of neighboring silent sites in the genome. According to the mutational bias model, the probability of fixation should be the same for all synonymous alleles.

Recent findings, however, have indicated that other processes may impact codon bias besides selection and simple mutation. Notably, it has been shown that transcription can be mutagenic [8], which may induce a correlation between gene expression and base composition (and thus codon usage). In addition, the process of biased gene conversion can lead to differences in the probability of fixing mutations, even though there is no selective difference between alleles. These different points are discussed below.

Neutral and selective models are not mutually exclusive; indeed, codon usage almost certainly reflects a balance between selective and mutational pressures as well as drift [9]. Note also that translational selection is not the only selective pressure that may act on synonymous codon usage. Indeed, there is evidence that in the bacteria Escherichia coli — where translational selection has been clearly demonstrated — non-optimal codons can be maintained within genes because of conflicting selective pressures (e.g. selection upon ribosome-binding motifs at the start of genes) [10]. In eukaryotic genes, it is known that some regulatory elements involved in splicing or mRNA stability are located in exons [11]. The need for appropriate gene regulation would place constraints on sequences that could account for the selective pressure detected at some synonymous codon positions in mammalian genomes [12].

As mentioned previously, the mutational bias model predicts a correlation between codon usage and base composition in non-coding regions. However, even in absence of selective difference between synonymous codons, the base composition of synonymous sites is not expected to be identical to that of other neutral sites in the genome owing to the selective pressure acting on surrounding non-synonymous codon positions. The substitution pattern differs across regions for many reasons. First, the mutation rate at a given base depends on the nature of the flanking bases (e.g. CpG dinucleotides are mutational hotspots in mammalian genomes). Fedorov et al. [13] have shown that 90% of codons in Drosophila melanogaster, Caenorhabditis elegans and Arabidopsis thaliana have a significant context-dependent codon bias. Second, the base composition of introns and intergenic regions may be strongly affected by deletions or insertions (notably of transposable elements), whereas such mutations are strongly counterselected at synonymous sites [14]. Third, third transition and transversion substitution pattern at the third codon position differs from that in non-coding regions. This is because of the structure of the genetic code: at twofold degenerate sites (24 of the 61 codons), the transitions are synonymous mutations, but not the transversions. Hence, transversions at third codon positions are under strong selective pressure, while transitions are silent mutations. Conversely, in non-coding regions, both transitions and transversions are silent. Thus, if the GC→AT mutation pressure is different for transitions and transversion, then sites where selection limits substitution to transitions will have a GC content different from that of neutral sites [15]. This phenomenon can also affect the base composition at fourfold degenerate sites, because non-synonymous substitutions can change twofold degenerate codons to fourfold degenerate codons [15].

In summary, to test whether synonymous codon usage biases are due to selection or not, it is necessary to answer the following questions. Is there a relationship between codon usage bias and gene expression? If 'yes', can we exclude the possibility of a transcription-linked mutational process? Is there a relationship between codon usage bias and tRNA abundance? Is there evidence for non-neutral substitution processes at synonymous sites (i.e. do polymorphism and substitution patterns indicate a fixation bias in favour of optimal codons)? If we can reject the null hypothesis that codon usage bias occurs completely as a result of neutral evolutionary processes, then we have to determine both to what extent codon usage bias is shaped by selection and the reasons for this selective pressure (e.g. translation efficiency or something else). It is now possible to address these issues in several model organisms, for which — owing to the success of genome projects — sequences, polymorphism and expression data are available in large quantity.

**Synonymous codon usage in Drosophila and C. elegans**

Early studies by Sharp and colleagues [16,17] allowed the identification of a subset of codons in Drosophila and C. elegans that is used preferentially in genes showing a strong codon usage bias. Furthermore, by using the number of matching expressed sequence tags (ESTs) as a rough estimate of transcriptional activity, myself and Mouchiroud [18] showed directly that the frequency of this subset of codons is correlated positively with the level of gene expression. But ESTs do not provide a perfect estimate of levels of gene expression. Notably, many of the cDNA libraries used in EST projects have been ‘normalized’ (i.e. prepared using a procedure that tends to reduce the number
of clones from over-expressed mRNAs). Hence, the transcription level of highly expressed genes is underestimated by this approach.

Castillo-Davis and Hartl [19] have confirmed the correlation between codon bias and levels of gene expression in *C. elegans* obtained by DNA microarray experiments (Spearman’s rank correlation coefficient, $r_S = -0.3$, $P < 10^{-131}$) [19]. Note that in *Drosophila* and *C. elegans* almost all of the optimal codons contain a cytosine or a guanine in the third position. In contrast to the GC content of synonymous sites, the GC content of introns is not positively correlated with levels of gene expression [18]. This latter observation rules out the possibility that the relationship between codon bias and gene expression is due to a transcription-coupled mutational process [8•] and thus shows directly that synonymous codon usage is shaped by natural selection in these two invertebrates.

Few experimental data on the cellular abundances of tRNA in metazoans are available. But it is possible to estimate indirectly the relative abundance of individual tRNAs from the number of copies of the corresponding genes in the genomes that have been sequenced completely. In this manner it has been shown that, in both *D. melanogaster* and *C. elegans*, optimal codons correspond to the most abundant tRNAs [20,21,22••,23•]. These observations clearly support the translation selection hypothesis that synonymous codon usage has been shaped by selection to improve the efficiency of translation.

As predicted by the translational selection model, the rate of synonymous substitution is correlated negatively with codon bias in *C. elegans* [19]; however, the expected negative correlation is not observed in *Drosophila* [24•]. Notably, Kanaya et al. [23•] have found that the correspondence between tRNA abundance and optimal codons is less evident in *D. melanogaster* than in *C. elegans*. These observations might be linked to results obtained from population genetics studies that show a sharp decrease in the selective pressure on synonymous codon usage in *D. melanogaster* and, to a lesser extent, in *D. simulans* [25•,26••].

Thus, although there is evidence that translational selection has been acting in the past, this selection is no longer efficient enough to maintain in these two species the same high frequency of optimal codons as in their ancestral lineage. It will be interesting to investigate whether the decline in selection pressure can account for the lack of correlation between synonymous substitution rate and codon bias in *Drosophila* [24•].

**Targets of selection on synonymous codon usage**

The precise mechanism that drives selection on synonymous codon usage is not clearly known. The use of optimal codons could affect both the speed and the accuracy of translation. If selection on synonymous codon usage acts, at least in part, to improve the accuracy of translation, then it is expected that this selective pressure will be stronger on codons that encode amino acids essential for the function of the protein. In support of this model, two studies have shown that the frequency of optimal codons is higher at codons encoding constrained amino acids than at those encoding non-constrained amino acids in *Drosophila* and *C. elegans* [27,28]. Note, however, that the conclusions of those studies have been questioned by the recent finding that selection at the amino acid level can influence codon bias even in absence of selective difference between synonymous codons [15•].

Another possible target of selection affecting codon bias is the secondary structure of mRNAs. Carlini et al. [29] observed that in the *Drosophila* alchohol dehydrogenase genes the potential for secondary structure formation was stronger in weakly expressed mRNAs than in highly expressed mRNAs. They suggest that strong secondary structural elements might be selected for (or against) to decrease (or increase) gene expression. This is a very interesting hypothesis, but one that will be difficult to validate. Indeed, in the absence of selection it is expected that the base composition of a DNA strand will tend to equal frequencies of complementary bases (i.e. A = T and G = C) [30] and so will have a tendency to increase the potential for intrastrand helix formation.

A few years ago, different groups showed in eukaryotes that, whereas translational selection occurs, the frequency of optimal codons is correlated negatively with the length of the encoded protein [18,31,32]. The effect of protein length on codon usage is almost as strong as the effect of gene expression [18]. This very puzzling observation is not predicted by any of the current models for selection on synonymous codon usage and at present remains unexplained [28].

**Synonymous codon usage in vertebrates**

Selection on synonymous codon usage has been shown to occur in very diverse eukaryotes including plants, fungi and invertebrates. But what about selection on synonymous codon usage in vertebrates? In these species, multivariate analyses reveal that the variability in codon usage is reflected essentially by a single major trend that is correlated strongly with the GC content at the third codon position (GC3) [23•,33••].

Recently, several groups have examined the relationship between GC3 and the levels of gene expression measured by different techniques in vertebrates [23•,33••,34]. In human and *Xenopus*, Kanaya et al. [23•] found no difference in codon usage between ribosomal protein genes (that are known to be expressed at very high levels) and other genes. In agreement with this analysis, ESTs reveal no positive correlation between GC3 and the breadth of tissue distribution, nor between GC3 and the expression level of human genes — there is in fact a significant negative...
correlation, albeit an extremely weak one (Figure 1). In *Xenopus* also, no correlation was found between GC3 and gene expression (based on ESTs) [33**].

In contradiction with these results, Konu and Li [34] reported a positive correlation between GC3 and the levels of gene expression in rodents. Note, however, that this correlation depends on the technique used to measure expression: whereas GC3 was correlated positively with data obtained by serial analysis of gene expression (SAGE), it was not correlated with data obtained by cDNA microarrays. Konu and Li [34] attributed this lack of correlation with microarray data to the fact that the relationship between GC3 and expression is not linear and reaches a plateau for very high levels of gene expression. Indeed, after removing highly expressed genes from the analysis, they found a positive correlation between GC3 and cDNA microarray expression data [34]. This latter correlation should, however, be interpreted with caution because the significance of the statistical test cannot be assessed properly after having removed points.

The contradictions between these results obtained with different measures of expression is probably due to a methodological artifact of the SAGE technique. SAGE relies upon the generation of short (10 bp) tags, specific for each cDNA. The thermal stability of such short sequences depends on their GC-content, and hence, during the preparation of SAGE libraries, AT-rich tags are lost more frequently than GC-rich tags [35*]. A consequence of this is that SAGE tends to underestimate the expression level of GC-poor genes. Thus, this methodological bias induces an artificial correlation between GC content and the number of SAGE tags [35*]. It should also be noted that the analysis of cDNA microarray data reported in [34] is complicated by the fact that the intensity of the hybridization signal is dependent on the number of radioactive cytosine nucleotides that are incorporated in the cDNA probes and thus on their GC content. Although some biases arise from using ESTs to estimate levels of gene expression (see above) [18], they are, *a priori*, not dependent on the GC content of mRNA. In conclusion, there is currently no
evidence for a significant relationship between the GC content of a gene and its expression pattern (i.e. level or breadth of expression) in vertebrates.

This is not surprising because in vertebrates the GC3 of a gene is correlated strongly with the GC content of the isochore in which it is located (for a review, see [36,37**]). Note that it has been proposed that most housekeeping genes should be located in GC-rich isochores, whereas tissue-specific or developmentally regulated genes should be located in GC-poor isochores [36]. As shown in Figure 1, however, EST data do not support this hypothesis. Although the evolutionary forces acting on isochores are under debate [36,37**], it is clear that the evolutionary forces responsible for variations in base composition (and thus codon usage) along the genome act not only on synonymous sites but also on introns and intergenic regions. This observation strongly argues against the model of translational selection as a principal determinant of codon usage in vertebrates. In addition, there is no detectable relationship between codon usage and the number of genes encoding tRNAs in the human genome [23*,38**]. But a question still remains: is it possible to detect some traces of translational selection after the impact of isochores has been taken into account?

Iida and Akashi [39] have proposed a very elegant test that relies on the analysis of alternatively spliced genes. Because codons located in constitutively expressed exons are translated more often than those in alternatively spliced exons, the translational selection model predicts a stronger codon bias in the former than in the latter. This method controls for both regional differences in base composition and transcription-coupled mutational processes. They found that GC-ending codons are more abundant in constitutive than alternatively spliced exons in both Drosophila and human. Unfortunately, the comparison is complicated by a gradient in GC content along genes [40,41], and more data will be necessary to determine whether the excess of major codons observed in constitutive exons is caused by this polarity in base composition.

Urrutia and Hurst [42*] have proposed a new measure of codon bias, called the maximum-likelihood codon bias (MCB), that corrects for local variations in base composition. The basic principle of MCB lies in measuring the deviation between the codon usage observed for a given amino acid and the codon usage expected according to the nucleotide composition at the third codon position of all other codons that have the same degree of degeneracy within a gene, under the assumption that they should all be subject to the same mutational biases. (Note, however, that context-dependent biases [13] are not counted by this method.) This measure also has the advantage of being less sensitive than other methods to biases arising from the proportion of fourfold degenerate amino acids in a gene [42*].

Urrutia and Hurst [42*] found a positive correlation between MCB and the breadth of expression for human genes (correlation coefficient $r = 0.18$, $P < 0.001$). It should be stressed that this correlation is very weak (only 3% of the variance of MCB is explained by gene expression). Although it is clearly statistically significant, this correlation should be interpreted cautiously because it could be induced by any slight methodological artefact. Indeed, Urrutia and Hurst show that this correlation is due to the fact that the MCB measure is affected by gene length and that, in human, the length of genes is correlated weakly with their breadth of expression. Thus, it is again concluded that there is an absence of evidence for translational selection in the human genome.

Another possible approach to analyse variations of codon usage, independently of variations of isochore GC content, consists of using multivariate analyses [23*,33**]. This technique allows the identification of axes (principal factors) that reflect the maximum of variability in the dataset. Because successive axes are under orthogonality constraint, the variability revealed by each axis is independent of the variability revealed by other axes. As mentioned previously, the first axis identified by multivariate analyses (i.e. the factor that reflects the maximum of variability in the dataset) is the GC3. By analysing the second principal axis, Kanaya et al. [23*] found that in the human genome the second main factor that contributes to codon usage diversity is the number of CpG-containing codons. In mammals, the density of CpG dinucleotides within genes depends on their expression pattern: genes that are expressed in early stages of development or in the germline (including housekeeping genes) almost always contain a CpG island in their promoter region [43]. CpG islands often overlap with the first exon or exons of genes and thus affect codon usage. It is generally thought that the high density of CpG dinucleotides within CpG islands is a consequence of a reduction in the mutation rate of cytosine owing to the reduction in methylation in these promoter regions. It is not known whether the presence of CpG motif per se is subject to selective pressure.

By using the same approach, Musto et al. [33**] found that in Xenopus the second principal axis (which accounts for 6.5% of the total variance in codon usage) is correlated with the level of gene expression measured with ESTs. Highly expressed genes are characterized by a high frequency of pyrimidines, notably thymines, at the third codon position. This result is important: it is the first time that a significant correlation between codon usage and gene expression has been demonstrated in a vertebrate. Note, however, that this observation is not sufficient to show conclusively that selection acts on codon usage in Xenopus. Indeed, it has been shown in bacteria that transcription increases the frequency of cytosine to thymine mutations on the sense strand of genes. This is probably because this strand remains single during transcription, which increases the deamination rate of cytosine [8*].

It is possible that the same effect occurs in eukaryotes. Indeed, myself and Mouchiroud have found that in
human genes with a wide breadth of tissue distribution (i.e. housekeeping genes, which are presumably also transcribed in the germline), there is an excess of thymine, both at the third position of fourfold degenerate codons and in introns (L. Duret, D. Mouchiroud, unpublished data; Figure 2). Thus, it would be interesting to analyse the base composition of introns in Xenopus to determine whether the relationship between codon usage and gene expression observed by Musto et al. [33••] is due to translational selection or to a transcription-coupled mutational bias.

**Detecting selection on silent sites: troubles with biased gene conversion**

According to the mutational bias model, codon biases result only because some mutations are more frequent than others. This neutral model makes a strong prediction: because there is no selective difference between frequent (major) and rare (minor) codons, any synonymous mutation, towards a minor or major codon, should have the same probability of fixation (i.e. no fixation bias). It is possible to test this prediction by analysing the spectrum of allelic frequencies of polymorphic codons in a population. In the absence of selection, frequency distributions should be the same for major and minor polymorphic codons. But if major codons are selectively advantageous, then on average they should segregate in populations at higher frequencies than minor codons [7,26••].

A second prediction (which is a direct consequence of the first) is that at equilibrium substitution patterns should be identical to mutation patterns. This can be tested by comparing patterns of polymorphism and divergence [6,26••]. Such tests have been used to infer the parameters of selection that act on optimal codons in different Drosophila species; notably, these tests have shown a recent decrease in the strength of translational selection in D. melanogaster and D. simulans [6,7,26••]. With the growing amount of polymorphism data, this approach can now be applied to the human genome. Notably, it has been shown that there is a fixation bias in favour of GC alleles at synonymous sites, which is not compatible with the mutational bias model for the origin of isochores in mammals [44,45•].

The trouble is that selection is not the only possible interpretation of a fixation bias: the alternative neutral model of biased gene conversion (BGC) can also generate fixation biases. BGC is linked to the process of meiotic recombination (Figure 3). Like selection, the impact of BGC on the fixation process depends on the population size [46]. It also depends on the rate of recombination and on the bias in the repair of DNA mismatches. This model is not new (e.g. see [46]), but it has been put forward recently to explain the evolution of base composition [37••,47•,48••].

Several arguments support the hypothesis that BGC is a widespread phenomenon [47•,48••]. First, experimental evidence indicates that the repair of DNA mismatches is biased in favour of GC in many taxa (bacteria, archaea and eukaryotes) including mammals, birds, Xenopus and yeast. This GC bias in mismatch repair might correspond to an evolutionary adaptation to a universal mutational bias towards AT [48••]. Second, as predicted by this model, there is a positive correlation between recombination rates and GC content, not only in mammals and yeast, but also in C. elegans and Drosophila [47•,48••]. In addition, gene families that frequently undergo ectopic gene conversions
Figure 3

Biased gene conversion. During the process of meiotic recombination (which may or may not lead to a crossing-over), stretches of heteroduplex DNA are formed with one strand coming from the maternal chromosome and the other coming from the paternal chromosome. When a heterozygous site is involved in such a heteroduplex, this results in a DNA mismatch that may be repaired by one of the cellular DNA repair systems. This repair will result in the loss (i.e., conversion) of one of the two alleles. This process is said to be biased if the probability of conversion is not symmetric — for example, if GC alleles convert AT alleles more frequently than the reverse. Biased gene conversion increases the probability of fixation of the allele that is favoured by the bias in the repair of mismatches. Like selection, the impact of biased gene conversion on the fixation process depends on the population size. It also depends on the rate of recombination (more precisely on the rate of formation of DNA heteroduplex), the size of DNA heteroduplex and the bias in the repair of mismatches [46,47•].

are GC-rich ([47•]; e.g., see the codon usage of histone genes in various eukaryotes in Figure 1 of [23•]). Third and last, calculations show that the range of parameters for which BGC does affect the evolution of base composition is compatible with known biological and population parameters [47•].

Are there alternative explanations for the correlation between GC content and recombination? It has been shown that recombination can be mutagenic, and my co-workers and I have postulated [49••] that such recombination-linked mutations might be biased towards GC. But experimental data contradict this hypothesis [48••]. Population genetics models also predict a positive correlation between selection efficacy (notably on codon usage) and the recombination rate. This is because the action of selection at a given locus interferes with the action of selection at other genetically linked loci (Hill–Robertson interference [HRi]). Such an effect can complicate the distinction between selective and neutral models: both HRi and BGC models predict a correlation between GC3 and recombination because optimal codons often end in guanine or cytosine.

But the impact of HRi on codon usage seems to be limited. As mentioned previously, the BGC model predicts a positive correlation between recombination rate and GC-content. Conversely, the HRi model predicts a positive correlation between recombination rate and the frequency of optimal codons, whatever their GC-content (i.e., HRi predicts a positive correlation with recombination, both for AU-ending and GC-ending optimal codons). Both in yeast and C. elegans, observations are in contradiction with the predictions of the HRi model. In yeast, recombination is correlated with GC3, but not with the frequency of optimal codons [48••]. In C. elegans, recombination is correlated positively with the frequency of GC-ending optimal codons, but negatively with the frequency of AU-ending optimal codons [49••,50•]. Thus, there is no evidence for an impact of HRi on codon usage in these two species, and BGC seems to be the only explanation for the observed correlation between recombination rate and GC3 content. HRi seems to have an effect in Drosophila [32,51], but it is limited to a small subset of genes (only 4% of the total) that are subject to strong translational selection and located in regions of very low recombination [50•,52•].

Note that, again, the two models are not exclusive: a genome can be subject to both BGC and HRi. But HRi should affect only sites that are under selective pressure, whereas BGC should affect all positions in the genome. In agreement with this latter prediction of the BGC model, the GC content of noncoding regions (e.g., introns and flanking regions) is positively correlated with recombination rate in both Drosophila and C. elegans [49••,50•]. Thus, it seems clear that BGC also occurs in Drosophila. This means that the fixation biases in favour of GC synonymous sites observed in Drosophila [26••] do not necessarily reflect the action of selection totally, in particular for the genes that are located in regions of high recombination rate.

Conclusions

Studies on synonymous codon usage show that even minuscule phenotypic effects can be subject to natural selection in metazoan species such as C. elegans or Drosophila. In vertebrates, the main determinant of codon usage is the GC content of the isochore where the gene is located, and not translational selection. After taking into account the effect of isochores on base composition, it is possible to detect a significant relationship between codon usage and gene expression [33••]: however, it is not yet established whether this relationship is a consequence of translational selection or a consequence of a transcription-coupled mutational bias.

These analyses illustrate the power and complexity of comparative sequence analysis. But the detection of tiny
selective effects is hindered by two problems. First, the enormous volume of data allows the detection of even very weak correlations, such results are highly sensitive to any methodological artefact or sampling bias. In addition, because the effects are weak, the risk of indirect correlations increases with the number of parameters that have to be considered. Thus, one must be careful not to overinterpret weak correlations. Second, all inferences of selection are based on the rejection of the null hypothesis of neutral evolution. As we have seen above, even in the absence of selection many factors affect the evolution of sequences. For example, mutation patterns vary within a genome, within a gene, and according to local context (e.g. dinucleotides) and the level of transcription. In addition, the central prediction of the neutral theory — that is, at equilibrium, substitution and mutation patterns should be identical — can be confounded by recent changes in mutational properties and by the process of biased gene conversion. As we have seen, the impact of BGC on genome evolution seems to be widespread. In conclusion, identifying all of the footprints of selection will require both a careful analysis of mutational processes and the impact of BGC to be taken into account in models of population genetics.
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The analysis of polymorphisms at synonymous sites indicates that in GC-rich genes, GC→AT mutations are more frequent than are AT→GC mutations, whereas interspecies comparisons suggest that AT→GC substitutions are not at equilibrium. Taken together, these data indicate that GC mutations have a higher probability of fixation than have AT mutations. This result can be explained by selection or biased gene conversion but is not compatible with the equilibrium mutational bias model for the origin of isochores. Note, however, that the assumption of equilibrium might be incorrect (see [38]).


See annotation [48*].


This paper shows that in yeast the GC content at silent sites is correlated positively with recombination rate. Neither selection nor mutation can explain this correlation. In agreement with a similar analysis in mammals [47], the author concludes that this correlation results from biased gene conversion (BGC). In many taxa (including yeast and mammals), the repair of DNA mismatches is biased toward GC, which probably corresponds to an evolutionary adaptation to a universal mutational bias towards AT. In recombining genomes, this bias in mismatch repair will lead to gene conversion biases. Together with [47], this paper highlights the importance of accounting for BGC in models of population genetics.


Population genetics models indicate that there should increase with recombination because of Hill–Robertson interference (HRi). In agreement with this prediction, the frequency of optimal codons is correlated positively with recombination both in nematode and *Drosophila*. In this paper, however, my co-workers and I show that in both species this correlation is in agreement with a similar analysis in mammals [47], the author concludes that this correlation results from biased gene conversion (BGC). In many taxa (including yeast and mammals), the repair of DNA mismatches is biased toward GC, which probably corresponds to an evolutionary adaptation to a universal mutational bias towards AT. In recombining genomes, this bias in mismatch repair will lead to gene conversion biases. Together with [47], this paper highlights the importance of accounting for BGC in models of population genetics.
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